
Research Article Vol. 11, No. 8 / 1 August 2020 / Biomedical Optics Express 4348

Performance of measurands in time-domain
optical brain imaging: depth selectivity versus
contrast-to-noise ratio
ALEH SUDAKOU,1,* LIN YANG,2 HEIDRUN WABNITZ,2

STANISLAW WOJTKIEWICZ,1 AND ADAM LIEBERT1

1Nalecz Institute of Biocybernetics and Biomedical Engineering Polish Academy of Sciences, Trojdena 4,
02-109 Warsaw, Poland
2Physikalisch-Technische Bundesanstalt, Abbestraße 2-12, 10587 Berlin, Germany
*asudakou@ibib.waw.pl

Abstract: Time-domain optical brain imaging techniques introduce a number of different
measurands for analyzing absorption changes located deep in the tissue, complicated by superficial
absorption changes and noise. We implement a method that allows analysis, quantitative
comparison and performance ranking of measurands under various conditions – including
different values of reduced scattering coefficient, thickness of the superficial layer, and source-
detector separation. Liquid phantom measurements and Monte Carlo simulations were carried
out in two-layered geometry to acquire distributions of times of flight of photons and to calculate
the total photon count, mean time of flight, variance, photon counts in time windows and ratios
of photon counts in different time windows. Quantitative comparison of performance was
based on objective metrics: relative contrast, contrast-to-noise ratio (CNR) and depth selectivity.
Moreover, the product of CNR and depth selectivity was used to rank the overall performance
and to determine the optimal source-detector separation for each measurand. Variance ranks the
highest under all considered conditions.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Near-infrared spectroscopy (NIRS) is a safe and non-invasive optical tool that allows the
monitoring of signals containing information about tissue optical properties in real-time at the
patient’s bedside. A number of clinical trials have paved the way towards a broad clinical use
of NIRS today for diverse applications [1], which is highlighted by an increasing number of
commercially available NIRS devices [2]. The important clinically relevant information, e.g.
cerebral metabolism [3], tissue perfusion and oxygenation [4], allow to study physiological
conditions and results of clinical interventions.

Functional NIRS (fNIRS) is a fast developing methodology based on the assessment of changes
in the absorption coefficient of tissues related to concentration changes in oxy- and deoxy-
hemoglobin. fNIRS enables the monitoring of changes in tissue oxygenation and hemodynamic
changes associated with neuronal activity [5]. The method has been proven as an effective tool
for neuroscience with diverse applications [6,7].
The optical signals measured on the surface of the head contain entangled information

originating within the extracerebral layer, i.e. scalp and skull, and the deep layer, i.e. brain. The
physiological changes in the scalp layer can mask the hemodynamic changes in the cerebral layer,
which is the major cause of false-positive results in fNIRS studies [8]. As such, the effectiveness
of the fNIRS method improves with increased sensitivity to brain tissue [1].

fNIRS methods can be classified as continuous wave (CW), frequency domain (FD) and time
domain (TD) according to their measured signal. The current study is focused on the assessment
of the effectiveness of time-domain fNIRS to detect absorption changes in the brain cortex
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and reduce the contamination of the signals caused by hemoglobin concentration changes of
the extracerebral tissues. We report on measurands that can be (in part) relevant for all three
modalities: CW, FD and TD-NIRS. TD-NIRS uses the most sophisticated instruments and
provides superior information on the propagation of light in tissue. The advances in laser and
detector technologies have reduced the instrumental costs and improved the performance of
measurements allowing more information to be acquired and with more compact systems [9,10].
In brain studies, the signals in TD-NIRS are acquired in diffuse reflectance geometry by

emitting short pulses of light, on the order of picoseconds in width, into the tissue and measuring
the arrival times of remitted photons using time-correlated single photon counting (TCSPC)
electronics, which provides the distribution of times of flight of photons (DTOF). Several
methods of analyzing the DTOF have been developed. The fitting method uses essentially the
entire DTOF for accurate estimation of the absolute values of absorption and reduced scattering
coefficients in an optically turbid, homogeneous medium [11]. On the contrary, if monitoring of
absorption changes is of interest, it is beneficial to calculate a few measurands that characterize
the DTOF profile. A few approaches to analyze DTOFs include Mellin-Laplace moments [12],
time-dependent mean partial pathlengths (TMPP) [13] and time segmented analysis [14]. The
measurands used in the present work follow the choice used by Wabnitz et al., [15,16]: statistical
moments (number of photons, mean time of flight and variance) [17], photon counts in time
windows [18,19] and ratios of photon counts in different time windows [18,20]. Currently, there
is no quantitative comparison of the various measurands that would suggest the optimal choice
for the purpose of monitoring small absorption changes in the deeper layers. Furthermore, such
comparison could demonstrate the features of the various measurands and thus help interpret
in-vivo measurements.
The theoretical background of the present work was presented in previous related studies

[15,16,21]. In [21] it was shown that the higher-order moments reveal higher sensitivity to
changes in absorption appearing in deeper tissues. Authors of [15] introduced methods for
characterizing the performance of TD-fNIRS systems to detect, localize, and quantify small
absorption changes in deep tissue compartments. In the recent study [16] it was shown that the
ratios of photon counts in late time windows can yield the highest depth selectivity. However, it
is expected that the practical utility of these measurands can be impeded by noise as the late time
windows have particularly high relative noise levels.

In the present work we extend the analyses presented in [16] to include noise, which is often a
limiting factor in fNIRS measurements, and propose a metric to rank the measurands (moments
of DTOFs, time windows and ratios of photon counts) in terms of their overall performance in
monitoring absorption changes in the deeper (brain cortex) layer. The main aim of this work
is to provide a quantitative comparison of measurands’ performances, and supplement it by
including the dependence on other parameters, e.g. reduced scattering coefficient, thickness of
the superficial layer, and the source-detector separation. We assess the performance of the various
measurands based on three objective metrics: relative contrast to absorption changes in each
layer, contrast-to-noise ratio (CNR) for each layer, and depth selectivity. A desired measurand
should have high contrast to absorption changes in the deeper layer and little influence from
absorption changes in the superficial layer. The product of CNR for the deeper layer and depth
selectivity is proposed as a metric to rank measurands in terms of their overall performance. This
metric incorporates the sensitivity to the deeper layer, contamination from the superficial layer
and noise relative to the signal. We carried out TD-NIRS measurements on two-layered liquid
phantoms with the absorption changing in each layer separately. The analysis using simulated
data were repeated for various values of reduced scattering coefficient, thickness of the superficial
layer and source-detector separation.
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2. Measurands

This section introduces the analytical expressions of the measurands that exploit statistical
moments and time windows. These measurands were calculated from measured DTOFs and also
from simulated DTOFs convolved with the experimental instrument response function (IRF). In
this study, we consider a 4 ns long range of the DTOFs to calculate the measurands. Within this
range the photon counts at different times in the DTOF can differ by up to 4 orders of magnitude,
i.e. the background signal is 0.01% of the maximum photon count. Usually the region that
has ≥ 1% of the maximum photon count (2 orders of magnitude) is used for analyses of DTOFs
[22], i.e. a much smaller dynamic range.
Normalized moments of order n of a distribution function can be defined by [17]:

mn =
∑imax

i=1
tni Ni

/∑imax

i=1
Ni, (1)

where mn is the nth normalized moment, ti is the time corresponding to time channel i, and Ni
is the number of detected photons in time channel i. In particular, we focus on three statistical
moments: total number of photons (m0 =N), mean time of flight (m1) and variance (V=m2 –
m1

2). V is the second centralized moment, which is related to the first two moments. For the
calculation of N the temporal dependence of the photon counts is not used and this measurand
represents the measure of light intensity that can be obtained with continuous-wave NIRS systems.
The time windows of equal width were defined in accordance with the definition used in the

nEUROPt protocol [15]. The width of 500 ps results in eight consecutive time windows within
the 4 ns range. The photon count (Nk) in the kth time window, between a and b time channels, is
obtained by the summation:

Nk =
∑b

i=a
Ni (2)

The ratio of the photon counts in different time windows (Nl/e) is calculated as:

Nl/e =
Nl
Ne

, (3)

where Nl and Ne are the photon counts in later (l) and earlier (e) time windows, respectively.
These ratios, similar to m1 and V, have the potential to eliminate the influence of superficial
changes on the signals, providing high sensitivity to changes appearing in the deeper regions, e.g.
cerebral cortex.

3. Metrics for comparing TD-NIRS measurands

This section defines five metrics, some of which were introduced in the nEUROPt protocol
[15]. They can provide comparable quantitative information about the performance of different
measurands with respect to sensing of small absorption changes in layered structures.

3.1. Relative contrast

Relative contrast (C) is defined as the relative change of a measurand (M) with respect to its
baseline value:

Ci =
Mi −M0

M0
, (4)

where M0 is the baseline value of a measurand and Mi is its value after an absorption change
in layer i. Relative contrast will depend on the location, the volume and the magnitude of the
absorption change and such dependence is different for different measurands, which in turn allows
for various depth-resolved analyses. Relative contrast is dimensionless and hence appropriate for
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comparing any measurands. However, relative contrast does not reflect the uncertainty of the
measurand nor the contamination level due to unwanted absorption changes in the superficial
layer.

3.2. Noise

The photon noise is the main limitation in optical in-vivo measurements, mainly due to the
safety limitations for laser power. The standard deviation of measurands due to photon noise
(σ) follows Poisson statistics and can be calculated from measured or simulated DTOF. The
analytical expressions for σ of the three statistical moments were given in Liebert et al., [17].
The photon counts in different time channels (Ni) are assumed to be uncorrelated, i.e. statistically
independent, and the noise for each time channel is assumed to follow Poisson statistics [23].
Then, the following equations can be derived by applying the propagation of uncertainty in a
similar manner as shown in Liebert et al., [24]:

σ2(N) =
∑

Ni = N (5)

σ2(m1) =
V
N

(6)

σ2(V) =
m4,C − V2

N
, (7)

where m4,C is the fourth centralized moment and is related to the first four moments (m4,C =m4 –
4m3m1 + 6m2m1

2 – 3m1
4). The following analytical expression is used for σ of the photon count

within kth time window, which contains time channels between ak and bk:

σ2(Nk) =
∑bk

i=ak
Ni (8)

The following analytical expression for the standard deviation of the ratios of photon counts in
time windows was derived by applying the propagation of uncertainty using the photon noise
within late σ(Nl) and early σ(Ne) time windows:

σ2(Nl/e) = Nl/e
2
(
σ(Ne)

2

Ne
2 +

σ(Nl)
2

Nl
2

)
(9)

Note that instead of analytically calculating photon noise, it is possible to estimate the standard
deviation directly from a number of repeated measurements. However, this ‘measured’ noise
typically results in a higher noise level for all measurands, as it includes the instrumental noise as
well. While the photon statistics remains the dominant source of noise in NIRS measurements.

3.3. Contrast-to-noise ratio

Contrast-to-noise ratio is the ratio between the change in a measurand (Mi –M0), which originates
from a change in absorption in layer i, and its standard deviation during baseline measurement
(σ(M0)) [15]:

CNRi =
Mi −M0
σ(M0)

(10)

Note that the definition of contrast used in CNR is different to the definition of relative contrast.
σ can be calculated using Eqs. (5)–(9), which will include only photon noise, or using standard
deviation of repeated measurements, which will also include instrumental noise. We assume
the photon noise as the dominant source of noise and neglect the instrumental noise. CNR is
dimensionless and hence appropriate for comparing different measurands. For brain studies, a
good measurand should present high CNR for the deeper layer. However, CNR does not contain
information about the level of contamination from the superficial layer.
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3.4. Depth selectivity

Depth selectivity (S) is defined as the ratio of the relative contrasts in two layers [15]:

S =
C2
C1
=

M2 −M0
M1 −M0

. (11)

The nominator and the denominator correspond to a change in a measurand due to an absorption
change in the deeper layer (i= 2) and in the superficial layer (i= 1), respectively. For estimation of
this metric, the changes in absorption in the two layers must be of equal magnitude. It reflects the
sensitivity of a measurand to the deeper layer compared to the superficial layer. A higher value of
S indicates the measurand will be less influenced by absorption changes in the extracerebral layer,
which is helpful for imaging absorption changes in the cerebral tissue. However, this metric does
not reflect the uncertainty of a measurand.

3.5. Product of depth selectivity and contrast-to-noise ratio for the deeper layer

We propose a new metric that combines the depth selectivity and the contrast-to-noise ratio in
the deeper layer to give a score for the overall performance of a measurand for estimation of
absorption changes in the deeper layer:

S × CNR2 =
(M2 −M0)

2

σ(M0) × (M1 −M0)
. (12)

The product of S and CNR2 represents a combination of sensitivity to the deeper layer, the
influence of contamination from the superficial layer and the uncertainty in comparison to the
contrast. This quantity is dimensionless and hence suitable for comparing performance of
measurands of different units.

4. Implementation

4.1. TD-NIRS system

A supercontinuum laser FIU-15 PP (NKT Photonics) equipped with a variable bandpass filter
VARIA (NKT Photonics) with a bandwidth of 10 nm was used as the light source providing
picosecond light pulses with a repetition rate of 39MHz. The filter was set to 760 nm. The output
beam was guided to the phantom by a 1.6 m long multimode graded index fiber (core diameter
400 µm, NA 0.27, Leoni, Germany), and then collected by another 1.6 m long multimode graded
index fiber (core diameter 600 µm, NA 0.22, Leoni, Germany). Both fibers’ ends were embedded
into a black fiber holder to prevent stray light and ambient light from entering the detecting fiber,
and then faced the plexiglass windows of the phantom container.

A hybrid photomultiplier module (HPM-100-50, Becker & Hickl, Germany) received the light
collected by the detecting fiber. A shutter, a motorized neutral-density attenuator, a collimator,
and a focusing lens were placed between detecting fiber’s end and detector to adapt the intensity
and to properly image the detector fiber onto the detector.

The detected single-photon pulses were recorded by a time-correlated single photon counting
(TCSPC) module (SPC-150, Becker & Hickl, Germany). Each DTOF contained 4096 time
channels and every time channel was 4.07 ps in width. The photon counts in time windows
(Eq. (2)) were calculated using the time channels inside the corresponding 500 ps time window,
and the photon counts in the time channels that were on the limits were linearly interpolated.

The proper recording of the IRF is crucial for the accuracy in TD-NIRS measurements. Here
the fibers were mounted into a cage system, and thin scatterers were included to engage the full
aperture of both fibers [25]. The distance between the two fibers’ ends (54mm) determined the
time shift between IRF and DTOF measurements.
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4.2. Phantom measurements

Intrinsic optical properties of scattering and absorbing components may vary for different brands
and even for different batches of scattering and absorbing components, especially so for India ink
[26]. The intrinsic absorption coefficient of India ink (Higgins Ink #44201, Chartpak, USA) and
the intrinsic reduced scattering coefficient of 20% Intralipid (Fresenius) were characterized in a
30mm thick homogenous phantom container by measuring in reflectance and in transmittance
geometries and applying the procedure that is described in detail in [26]. The characterization of
absorption (µa) was carried out within the nominal values from 0 to 0.02mm−1 at 750 nm with 6
stepwise changes in India ink concentrations, while the nominal value of scattering was fixed at
around 1mm−1. The characterization of scattering (µ′s) was carried out within the range from 0.5
to 1.5mm−1 at 750 nm with 3 stepwise changes in 20% Intralipid concentrations, while no India
ink was added.
The two-layered phantom container, described in [15,27], was used for the layered liquid

phantom measurements in reflectance geometry. The front wall was 2mm thick and contained
plexiglass windows of 7mm in diameter for the source and the detector fibers. The time light
travels through the plexiglass windows is subtracted from the time of arrival of photons. The
thicknesses of the two compartments were 10 and 40mm, and they were separated by a 50 µm
thick translucent Mylar foil (DuPont). The distance between the source and detector fibers was
set to 30mm. Each DTOF was measured with a collection time of 1 s and 100 repetitions.
The photon count rate of single DTOFs during homogeneous measurement was kept close to
5× 105 s−1 to prevent counting loss and shape distortions of the DTOF due to dead time effects
(see Fig. 414 in [28]). Single DTOFs were used for the photon noise calculation (Eqs. (5)–(9)) and
the average of 100 DTOFs was used for calculating the values of the measurands (Eqs. (1)–(3)).
The target baseline optical properties were µa= 0.01mm−1 and µ′s= 1mm−1 at 760 nm. A

specific solution of India ink, water and 20% Intralipid was separated in three equal parts
and added to increase absorption properties in one of the compartments by a total of 15%
(∆µa= 0.0015mm−1) without changing the scattering properties. Then the liquid was removed
from the container, and the experiment was repeated with another solution added into the other
compartment in three steps to increase the other compartment’s absorption properties from
baseline by a total of 15% without changing the scattering properties. Therefore, four sets
of measurements were used for the present study: i) homogeneous medium before adding
absorber to the superficial layer, ii) after increasing absorption in the superficial layer by 15%,
iii) homogeneous medium before adding absorber to the deeper layer, and iv) after increasing
absorption in the deeper layer by 15%. The protocol allows to study measurands’ ability to reflect
changes in the deeper layer as well as in the superficial layer.
The considered absorption changes are somewhat higher than typically observed during

functional near-infrared spectroscopy (fNIRS) studies [29,30]. The higher absorption changes
were chosen to obtain results with better signal-to-noise ratio with regard to intrinsic uncertainties
contained in measurements and Monte Carlo simulations. The linearity regime in which the
changes in the measurands have a linear dependence on the absorption changes, as discussed in
[15], is commonly assumed for many methods of analyzing fNIRS measurements, e.g. [21]. The
three moments of DTOFs have good linearity for up to 40% change in absorption in any of the
two layers of the model (Fig. 6 in [15]). Thus, we can assume that the scenario considered in this
work, i.e. 15% change in absorption in each layer, is within the linear regime.

The position of time zero, i.e. the start of the first time window, was defined as the barycenter
of the measured instrument response function (IRF) in the interval between the points of half
maximum [15]. IRF was measured twice, at the start and end of the experiment, and the timing
drift was negligible.
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4.3. Monte Carlo simulations

Monte Carlo simulations (MC)were carried out using the code that was introduced byWojtkiewicz
et al., [31], which evolved from the code reported by Liebert et al., [32]. The symmetry of the
slab-based layered model allows positioning a ring of many detectors around a center-located
source to significantly increase the detection area and proportionally decrease the computational
time. The optodes arrangement is shown in Fig. 1. The radius of each circular detector was set to
1mm. The model (200×200×80mm) was divided into uniform cube voxels of 0.25mmwidth and
consisted of the superficial layer (thickness 5, 10 or 15mm) and the deeper layer. The superficial
layer thicknesses were chosen based on the typical scalp thicknesses for an adult head, e.g. as in
[33]. The refractive index was set to 1.33 and the scattering was assumed to be isotropic. Three
MC simulations were carried out to mimic the measurement protocol: homogeneous model with
µa= 0.01mm−1, 15% increase in absorption in the superficial layer only, and 15% increase in
absorption in the deeper layer only.

1 | P a g e  
 

Dear Production Department, 

We would like to point out a few minor necessary corrections, 14 in total.  
Texts that should be in Italic font: 
1. The reduced scattering coefficient should be written using the symbol ( µ′s ), i.e. apostrophe 

is (Unicode name: Apostrophe, Character code: 0027, from: Unicode (hex)) and the font 
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651, 1020, 1025, 1030, 1033, 1034, 1035, 1036, 1037, 1037, 1156, 1214, 1215, 1235, 1358.  

2. The variables (µa and µ′s) in Fig. 1 on page 7 should be in Italic font. The following is the 
corrected figure, where the font was changed to Italic. The size is kept the same.  

 

Yours faithfully (on behalf of all authors),  

Aleh Sudakou 
Fig. 1. The two-layered model for the Monte Carlo simulations.

MC simulations and analyses were repeated for the varying values of parameters as listed
in Table 1. The first row lists the baseline optical properties for the homogeneous phantom
measurements estimated with the curve fitting method [11,34] using NIRFASTer software [35].
The fitting method used the analytical solution of the radiative transfer equation under the
diffusion approximation with extrapolated boundary conditions for time-resolved reflectance in a
homogeneous slab. The second row lists the nominal values of baseline optical properties as used
in the MC simulations. A total number of 2× 109 and 9× 109 photon packets were simulated for
ρ up to 35mm and for ρ larger than 35mm, respectively. The simulated DTOFs were sampled at
700 time channels with 10 ps width. All DTOFs were convolved with the measured IRF and
the first 400 time channels were used for further calculations as shown in Fig. 2(a). The three
moments were calculated using this whole range and each of the eight time windows included 50
time channels.

Table 1. Model parameters used in Monte Carlo simulations and phantom data. µ′s– reduced
scattering coefficient of both layers, d – superficial layer thickness, ρ – source-detector separation.

In all cases, absorption (µa) was increased separately within both layers by 15%.

µa / mm−1 µ′s / mm−1 d / mm ρ / mm

Phantom 0.0102 1.09 10 30

Nominal 0.01 1.0 10 30

Varying µ′s 0.01 0.5; 1.0; 1.5 10 30

Varying d 0.01 1.0 5; 10; 15 30

Varying ρ 0.01 1.0 10 10; 15; 20; 25; 30; 35; 40; 45; 50

All simulated DTOFs after convolution were scaled to match the measurement using the scaling
factor, which was calculated by scaling measured and simulated curves for the homogeneous
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Fig. 2. (a) Measured DTOFs and IRF (both averaged over 100 repetitions) after back-
ground subtraction and correction for different time delays; time channel width is 4.07 ps.
(b)Weighted residuals for comparison between a single measured DTOF and a simulated
DTOF convolved with IRF for the phantom measurement parameters, which are shown in
the first row of Table 1; time channel width was interpolated to 10 ps. The vertical dashed
red lines show the limits of the eight time windows of 500 ps width. The range from 0 to
4 ns was used for the calculation of statistical moments.

phantom parameters (first row in Table 1). Hence, the photon noise level in results of MC
simulations matches the one typically observed during in-vivo time-resolved measurements with
a collection time of 1 s. A collection time of 1 s, which corresponds to the phantom measurement
and its noise level, is adequate for monitoring hemodynamic changes in the brain. The number
of collected photons, which is proportional to the collection time, has an influence on the photon
noise and hence on CNR, while relative contrast and depth selectivity are unaffected.

5. Results and discussions

5.1. Measurements and corresponding Monte Carlo simulations

Figure 2(a) shows the measured DTOFs (averaged over 100 s) after accounting for the different
time delays in the IRF and phantom measurements as explained in Section 4.2. The full width
at half maximum of the measured IRF is 126 ps. The discrepancies between Monte Carlo
simulations and measured DTOFs for homogeneous medium are on the level of noise, as can be
verified by the weighted residuals calculated using a single DTOF and shown in Fig. 2(b). The
weighted residuals for each time channel i were calculated as:(Ni,meas − Ni,sim)/

√
Ni,sim, where

Ni is the number of photons in individual time channels for measurement and simulation. Only
for the calculation of weighted residuals, the measured single DTOF was interpolated in time
domain to increase the width of time channels from 4.07 to 10 ps to match the time channels of
the simulated DTOF. This simulated DTOF, which corresponds to the homogeneous case for
the phantom parameters in Table 1, was rescaled to match the integrated photon count of the
homogeneous measurement, N = 5.2× 105, as mentioned in Section 4.3. The same scaling factor
was applied to all other simulated DTOFs, which corresponds to a detection system with a fixed
sensitivity. Also, the analysis for different values of source detector separation, in Section 5.4,
was repeated with N = 5× 105 for each homogeneous measurement, which corresponds to a
detection system with a varied sensitivity.

5.2. Results of the various metrics for measured and simulated data

The results of the calculations of different metrics for all measurands are presented in Fig. 3 for
the measured TD-NIRS data and for the corresponding MC simulated data. All possible ratios of
late and early time windows are presented.
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Fig. 3. Results of analysis of the various metrics obtained for moments (N, m1, V), photon
counts in time windows (N1 to N8) and their ratios (N2/1 to N8/7). (a) Relative contrasts
caused by 15% absorption changes in superficial and deeper layers separately. (b) Contrast-
to-noise ratio (unitless) for each of the two layers. (c) Depth selectivity (unitless). (d) Product
(unitless) of contrast-to-noise ratio for the deeper layer and depth selectivity. Simulated data
correspond to the parameters listed in the first row in Table 1. Photon noise calculation
was based on a total photon count N = 5.2× 105 and using the simulated DTOF for the
homogeneous case.

The relative contrasts related to absorption changes in the superficial layer (layer 1) and in the
deeper layer (layer 2) are presented in Fig. 3(a). The magnitudes of relative changes in statistical
moments are up to 23%, 8% and 11% for the number of photons (N), mean time of (m1) flight
and variance (V). These changes are higher than typically seen in fNIRS measurements, but
do not go beyond the linear regime [15]. In agreement with known results [15,36], N has a
much higher relative contrast to changes in the superficial layer than in the deeper layer, and
on the contrary V has a much higher relative contrast to changes in the deeper layer than in
the superficial layer. The early time windows (N1 and N2) have significant relative contrast to
changes in the superficial layer only, which supports the expectation that the early photons do not
penetrate the deeper layer [37]. As a consequence, the results highlight that early time windows
are prominent for monitoring changes in the superficial layer. For the later time windows a nearly
linear increase in the relative contrast related to the deeper layer with increase of time is observed.
Also, a small increase in the relative contrast related to the superficial layer with increase of
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time is noted, which highlights that all time windows are highly susceptible to contamination
from the superficial layer. The observed trends for the relative contrasts of time windows are
in agreement with trends for the time-dependent mean partial pathlengths (TMPP), which is
a sensitivity measure for individual time channels introduced by Steinbrink et al., [13]. The
ratios of time windows reveal lower relative contrast when changes in absorption appear in either
superficial or deeper layers compared to individual time windows, and in particular N7/6 and N8/7
show almost no relative contrast for a 15% absorption change in the superficial layer. The ratios
between early time windows (N1 to N4) show a poor relative contrast for the changes located in
deeper layer and a similar relative contrast for the absorption changes located in the superficial
layer. Hence, later time windows (N5 and later) are essential for detecting absorption changes
located in the deeper layer. The magnitudes of relative contrasts cannot be used to objectively
compare different measurands without accounting for their noise, e.g. the low values of relative
contrast for m1.
The contrast-to-noise ratios (Fig. 3(b)) for the two layers allow to quantitatively compare the

contrasts with respect to the level of the associated noise for each measurand. For the first time
window, the values of contrast and hence CNR2 are close to zero, which cannot be displayed
on the logarithmic graph. The CNR2 for the statistical moments (N, m1 and V) are higher than
for any time window or ratio of time windows, and the ratios of time windows have lower CNR
than single time windows. The limitation of CNR as an overall performance metric is the lack of
information about the level of superficial contamination.

Depth selectivity, shown in Fig. 3(c), allows to quantitatively compare the level of superficial
contamination for different measurands. Evidently, total number of photonsN is highly susceptible
to superficial contamination while variance of the DTOF V is less susceptible, which agrees with
general knowledge [21,38]. The depth selectivity for time windows has a nearly linear dependence
on time. The depth selectivity for V is significantly higher than for any time window, but the
highest depth selectivity is achieved by the ratios of the latest time windows. Unfortunately, these
ratios could be accurately calculated only using simulated data because of a substantial noise in
the measured data.

In this study we propose a new metric to quantitatively rank various measurands with respect
to their ability to monitor absorption changes in a deeper layer. The unitless product of CNR2
and depth selectivity is presented in Fig. 3(d) for all measurands. The result for total number of
photons N (16.9 using measured data and 12.5 using simulated data) is similar to the average
of the results for all time windows (16.7 using measured data and 12.1 using simulated data),
since N is the sum of all time windows. The values for the first two time windows and their
ratio (6.5·10−3, 1.2 and 1.3, respectively, for simulated data) are many times lower than for other
measurands, e.g. 31.3 for the 5th time window, which highlights the especially poor performance
of early time windows. The value decreases for later time windows and the 5th is the optimal time
window, which could not be deduced from any of the other metrics alone. The values for ratios
of time windows are higher than for time windows, which suggests that ratios are superior for
monitoring absorption changes in the deeper layers. The optimal ratio of time windows, which
provides the highest value, uses the 5th and the 3rd time windows (N5/3), although the values
obtained for ratios with adjacent time windows are similar. A previous study compared depth
selectivity only and showed evidence to prefer ratios of the latest time windows [16], whereas
the current results, which incorporate photon noise, suggest that it is not always optimal to use
the latest time windows because of the substantially increasing level of noise. The measurands
ranked according to their product value from highest to lowest are: variance, mean time of flight,
ratios of time windows, time windows, and total photon count.
For all measurands, the values of relative contrast (Fig. 3(a)) for both layers are higher for

measured data than for simulated data by up to 20%, depending on the measurand. Therefore, the
values of CNR as well as the product involving CNR are also higher for the measured data. This
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discrepancy between results of measurements and Monte Carlo simulations can be explained by a
number of measurement uncertainties, e.g. mismatch between absorption changes in the physical
phantom and the MC model, uncertainty of the thickness of the superficial layer, mismatch
between boundary conditions applied in the MC model and physical phantom, as well as the
light reflections on the surface of the Mylar film. The differences between results for measured
and simulated DTOFs do not change the findings based on the comparison of measurands.

5.3. Results of the metrics for different parameters of the model

MC simulations and the analyses were repeated for different values of parameters listed in
Table 1: the reduced scattering coefficient (µ′s= 0.5, 1.0, 1.5mm−1) for both layers of the model,
thickness of the superficial layer (d = 5, 10, 15mm) and source-detector separation (ρ= 20, 30,
40mm). The analyses for these parameters are presented in Fig. 4 for relative contrast (first
row), contrast-to-noise ratio for the deeper layer (CNR2) (second row), depth selectivity (third
row), and product of CNR2 and depth selectivity (fourth row). The results for the nominal values
of parameters of the model (µ′s= 1.0mm−1, d = 10mm, ρ= 30mm) are similar to the results
presented in Fig. 3. The total number of detected photons (N), which is used calculate the photon
noise, strongly depends on the values of the models’ parameters. N affects the photon noise,
which influences CNR and hence the product of CNR2 and depth selectivity. However, the values
of relative contrast and selectivity are independent of N.

An increase in reduced scattering coefficient (µ′s) deteriorates the performance of all measurands
as shown by evaluation of all metrics (Figs. 4(a)–4(d)). On the contrary, the relative contrast to
absorption changes in the superficial layer increases for all measurands for increasing µ′s. This
effect is consistent with the general knowledge that photons travel more superficially through a
medium with an increased µ′s All measurands are affected similarly by a change in µ’s. However,
the overall performance of time windows (Fig. 4(d)) decreases slightly more for the earlier time
windows for an increased µ′s. The optimal choice of time window is the 4th for µ′s= 0.5mm−1

and the 5th for higher µ′s.
The thickness of the superficial layer (d) has the most effect on the metrics for all measurands.

In particular for the relative contrasts, the probability that photons visit the deeper layer decreases
with d, and the behavior is opposite for the probability that photons visit the superficial layer.
The values of relative contrast are similar for all time windows for an absorption change in the
superficial layer when d = 5mm, which agrees with the previously demonstrated behavior of
TMPPs in layers extending up to 4mm in depth [13]. When d = 15mm the dependence of relative
contrast on time is nearly parabolic, which also agrees with the behavior of TMPPs. The optimal
time window, based on Fig. 4(h), is N4 for d = 5mm, N5 for d = 10mm and N6 for d = 15mm.
An increase in d worsens relatively more the performance of earlier time windows than later time
windows. Therefore, later time windows are preferred for thicker d.

The influence of ρ on the measurands is shown in Figs. 4(i)–4(l). An increase in ρ improves
the relative contrast for the deeper layer for statistical moments, as expected from previous studies
[22], but interestingly it has almost no effect on the relative contrasts for time windows and
hence for their ratios, especially for the later time windows. The observations for total number
of photons N and time windows closely agree with findings by Del Bianco et al., [39], where
the average penetration depth and pathlength travelled in each layer for photons with the same
arrival time was found to be independent of ρ (Fig. 4(i)). On the contrary, the continuous wave
probability, i.e. N, was strongly dependent on ρ, as in the present work. Assuming N increases
for decreasing ρ, which corresponds to a detection system with a fixed sensitivity, then CNR2 is
higher at shorter ρ for all measurands due to smaller photon noise level. With such dependence
of N on ρ, for time windows the shortest ρ is preferred, which is confirmed by the product of
CNR2 and depth selectivity. To study the effect of ρ on statistical moments and in more detail
on time windows, the next section contains results for a bigger range of ρ and a more thorough
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Fig. 4. Quantitative comparison of measurands using relative contrast (first row), contrast-
to-noise ratio (second row), depth selectivity (third row) and product of CNR2 and depth
selectivity (fourth row) repeated for different parameters of the model: (a-d) reduced
scattering coefficient (µ′s), (e-h) thickness of superficial layer (d), and (i-l) source-detector
separation (ρ). Markers with red circles correspond to the results for the nominal values
(µ′s = 1mm−1, d = 10mm, ρ= 30mm), which are close to the values used for the comparison
in Fig. 3. The ratios with 5th and 7th time windows in the numerator follow the trends of the
ratios of other time windows, similar as in Fig. 3, and are not shown for clarity of the data
presentation. Notations L1 and L2 in (a, e, i) correspond to Layer 1 and Layer 2, respectively.



Research Article Vol. 11, No. 8 / 1 August 2020 / Biomedical Optics Express 4360

analysis of the product of CNR2 and depth selectivity. The shape of DTOFs strongly depends on
the values of µ′s and ρ. The width of time windows can be adapted to fit the whole range of a
DTOF for different values of µ′s and ρ, but it goes beyond the scope of the present study and
therefore the width of time windows was kept constant (500 ps).
The presented metrics show how different parameters of the model affect the performance

of measurands. Interestingly, the comparison of the product of CNR2 and depth selectivity for
different measurands has little dependence on the varied parameters of the model, and the order
of measurands according to this metric remains the same: V, m1, ratios of time windows, time
windows and N. On the contrary, the varied parameters can differently affect the values of relative
contrast, CNR, and depth selectivity for the different considered measurands. The analyses for
different models’ parameters can help explain the possible causes for discrepancies between
measurements and simulations shown in Fig. 3. A change in reduced scattering coefficient or
thickness of the superficial layer changes the relative contrasts for the two layers in opposite
directions. The large influence of d poses an issue for brain studies using fNIRS as the thickness
of extracerebral layer is usually unknown and varies greatly between subjects. The typical
thickness of the scalp and skull is around 10 to 14mm [40,41]. As a consequence of the lack of
knowledge of d, the magnitudes of observed contrasts during measurements on different patients
cannot be directly compared.

5.4. Depth selectivity vs. contrast-to-noise ratio

A more informative way to analyze the product of CNR2 and depth selectivity (fourth row in
Fig. 4) is to plot CNR2 versus depth selectivity, which is shown in Fig. 5 for different values
of scattering coefficient (µ′s) and thickness of the superficial layer (d). The similar analysis
for different values of source-detector distance (ρ) is shown in Fig. 6. The graphs allow to
view separately the contributions of CNR2 and depth selectivity. The information contained in
Figs. 3(b)–3(d) is shown in Fig. 5(b) for simulated data and in Fig. 5(e) for measured data.
Variance of the DTOF does not have the highest CNR2 nor the highest depth selectivity,

e.g. Figure 5(d), but its product of CNR2 and depth selectivity is always the highest out of the
considered measurands, which is shown as a dashed red line in all panels in Fig. 5. Mean time of
flight (m1) is the second best measurand. The results obtained using the simulated data (Fig. 5(b))
and using the measured data (Fig. 5(e)) have minor discrepancies. The latest time windows, e.g.
N7 and N8, contain very few photons (see DTOFs in Fig. 2(a)), and hence the metrics for these
windows cannot be precisely calculated from measured data. For real in vivo measurements it is
likely not feasible to use the latest time windows due to the limited number of photons collected
at long times. Acquiring data with longer collection time cannot be a solution when monitoring
fast absorption changes, but increasing the detection area or reducing ρ may be considered.

A detailed analysis of the influence of ρ on the ranking metric is shown in Fig. 6. We consider
two possible dependencies of total number of photons N on ρ : N changes with ρ according
to constant detection sensitivity (Fig. 6(a)), and a fixed value of N = 5× 105 is assumed for
all ρ for the homogeneous medium (Fig. 6(b)). Note that depth selectivity is independent of
N. In real measurements, the first scenario is unrealistic for low ρ because the detector would
over-saturate and the second scenario is unrealistic for high ρ because insufficient photons can
reach the detector to obtain an adequate count rate. In practice, in order to detect the late photons
at short ρ the detector is made insensitive to the early times by using a gated detection scheme
[42]. Depth selectivity for time windows has almost no dependence on ρ, especially for the later
time windows, and on the contrary depth selectivity for total number of photons N demonstrates
a strong dependence on ρ, as discussed in the previous section and found in Ref. [39].
Interestingly, m1 and V perform significantly better than time windows and ratios of time

windows for all considered values of interoptode distance ρ. The depth selectivity for all three
statistical moments increases significantly with ρ, while it remains the same for time windows.
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For larger ρ the depth selectivity of m1 and V is much higher than even for the latest time window.
As mentioned previously, the very late time windows are impractical measurands due to low
photon counts that can be on the level of noise.
Assuming that total number of photons N depends on ρ, i.e. detection system with fixed

sensitivity, then CNR2 is worsened with increasing ρ for all measurands except N (Fig. 6(a)).
On the contrary, if N is independent of ρ, i.e. detection system with varied sensitivity, then
CNR2 is improved with increasing ρ for all measurands (Fig. 6(b)). Using the introduced method
for plotting the product of CNR2 and depth selectivity, the optimal choice of ρ can be easily
determined for any measurand. The optimal choice of ρ strongly depends on how N depends on
ρ. For the case when N changes with ρ and for an ideal detector that can detect at any count rate,
i.e. over-saturation of the detection system is not considered, the optimal ρ for measuring changes
in N, m1 and V are between 30 and 35mm, at 25mm, and at 20mm, respectively (Fig. 6(a)). The
most commonly used ρ for NIRS measurements on the human head is 30mm, which allows
to collect sufficient number of photons and avoid oversaturation of detectors. These optimal
values of ρ are pertaining for the thickness d = 10mm and they can differ significantly for other

Fig. 5. Contrast-to-noise ratio for the deeper layer CNR2 plotted against depth selectivity for
all considered measurands. The analyses of data obtained by MC simulations were repeated
for different values of reduced scattering (µ′s) (a,b,c), and thickness of superficial layer (d)
(d,b,f). The results obtained using simulated data (b) agree with the results obtained using
measured data (e). In each panel, the dashed red line shows the value of the product of
CNR2 and depth selectivity for variance of the DTOF. Time windows (N1 to N8) and ratios
of different time windows (N2/1 to N8/7) can be distinguished according to their depth
selectivity, cf. Figure 3(c) and Figs. 4(c), 4(g), and 4(k).
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Fig. 6. CNR2 vs. depth selectivity for various source-detector distances ρ, from 10mm
to 50mm, and color-coded according to legend. (a) Total number of photons (N) for the
homogeneous medium was assumed to change with ρ, which corresponds to measurements
with a fixed detection sensitivity. (b) N = 5× 105 was assumed for the homogeneous medium
for all values of ρ. Note that depth selectivity (x-axis) is independent of N for all measurands.
The dashed red lines show the highest product of CNR2 and depth selectivity, which
correspond to the optimal choice of ρ, for N, m1 and V. The thickness of the superficial layer
was 10mm. The values of depth selectivity for the 1st time window (N1) are close to zero
and are not displayed on the logarithmic graph. The ratios with the 8th time window in the
numerator (N8/2 to N8/7) were chosen for display and for clarity of the data presentation;
the results for other ratios have similar dependence on ρ.

values of d, which was not studied. Mean time of flight and especially variance of the DTOF are
identified as the best measurands for estimating absorption changes in the deeper layer for all
values of ρ between 10 and 50mm.

6. Discussion

We carried out the quantitative comparison of the performance of measurands calculated from
measured and simulated TD-NIRS data: number of photons (N), mean time of flight, variance of
DTOF, photon counts in time windows and ratios of photon counts in different time windows.
Measurands’ ability to monitor absorption changes in the deeper layer were compared using
relative contrast, contrast-to-noise ratio (CNR2) and depth selectivity. The observed trends of
measurands agree with the findings of previous studies [16,39]. However, the combination of all
metrics is relevant and any single one of them is not sufficient to identify the measurand with the
best overall performance. Therefore, we introduced the product of CNR2 and depth selectivity
for ranking measurands. The analyses were repeated for different reduced scattering coefficient,
thickness of the superficial layer and source-detector separation (ρ), which also allowed us to
determine the optimal choice of ρ for each measurand assuming the two dependencies of total
number of collected photons N on ρ.
One of the findings of our study is that variance has the highest value of the product of

CNR2 and depth selectivity for all considered values of parameters of the model and for both
assumptions of how N depends on ρ. This finding suggests that it is the best measurand for
monitoring absorption changes in the deeper layers, despite the fact that variance does not have
the highest value for any of the single evaluated metrics. It should be noted that N has a major
influence on the photon noise and CNR, but the qualitative comparison and ranking of measurands
is independent of N.
When N is assumed to be independent of ρ, an increase in ρ improves performance for all

measurands. When N changes with ρ, the optimal ρ values are between 30 and 35mm for N,
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25mm for m1 and 20mm for V. The shortest ρ is preferred for time windows method due to the
highest N, neglecting the possibility of oversaturation.

The influence of IRF can have substantial consequences for measurands based on time windows
[16]. However, the experimental IRF that is relevant in the present study has a clean shape with a
fast, nearly exponential decay and no after-pulsing background, no slow tail and no afterpeaks.
Such shape implicates little influence on the time-window measurands [15,16].

The depth selectivity shows that time windows and their ratios can be sensitive to absorption
changes appearing at different depths, which suggests that they contain the most information
about absorption changes in different layers. The higher photon noise associated with late time
windows is the consequence of using fewer photons in their calculations compared to earlier
time windows as well as to statistical moments. The study and optimization of measurands with
the aim to retrieve the most information about deep absorption changes have been addressed
previously [24]. The new methods for quantitative comparison facilitate further advancements in
optimization of measurands.

The current work outlines the methodology for quantitatively comparing different measurands’
performances, as available in time-domain, frequency-domain and continuous-wave fNIRS signals
analyses, for detecting the absorption changes in the deep tissues, e.g. brain. The methodology
was applied to the well-defined two-layered geometry, which is an easy to manipulate and
understand analog of a human head [43], to highlight the expected behaviors of measurands as
well as to show their ranking in a fully controlled measurement configuration. The adult head is
commonly simplified as a homogeneous (or two-layered) model [43]. Therefore, the findings
for a two-layered model could be applicable to brain measurements. Methodology as presented
in this work can be further expanded by analyses of more realistic tissue composition e.g. to
study the effect of cerebrospinal fluid, skull microcirculation, or analyses of influence of layers
thicknesses. fNIRS measurements can be carried out on an adult head, or on neonates (who have
very different thicknesses of tissue layers compared to adults), or on muscles under a layer of skin
and fat. The proposed methodology can be applied to more realistic models (e.g. MRI-based
head or thyroid).

7. Conclusions

The concepts used in this work were built upon previous studies [15,16], but were extended
to include noise in the assessment of performance and provide an objective metric (CNR2) for
ranking of measurands in terms of their overall performance. The product of CNR2 and depth
selectivity that was applied to various scenarios turned out to yield a valid overall performance
measure. It can be included in the future for performance characterization and comparison of
NIRS measurands calculated from measured or simulated data in time domain or other domains.
We found that variance always (regardless of photon count noise, scattering coefficient,

superficial layer thickness, and source-detector separation) has the highest overall performance
compared to other measurands i.e. total number of photons, mean time of flight, time windows,
and ratios of time windows.
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